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Foreword

The American Nuclear Society (ANS) Nuclear Facilities Standards Committee is responsible for development of American National Standards Institute (ANSI) standards for nuclear facilities, including criteria and operations required for environmental remediation of nuclear facility sites that have become contaminated. The ANS Subcommittee on Decommissioning and Site Remediation Standards manages the development and maintenance of standards that address the cleanup of radioactive materials and radioactivity mixed with hazardous substances This subcommittee has authorized a working group to develop a new ANSI/ANS Standard, 41.5, for verification and validation of data from radiological analysis supportive of waste management and environmental remediation.

This standard will specify criteria and processes for determining the validity of radioanalytical data for waste management and environmental remediation. These applications will include site characterization, waste acceptance, waste certification, waste treatment design, process control, litigation, and other applications as deemed necessary. This standard will provide a minimum set of checks and tests that will ensure a consistent approach for verification and validation of data produced by any radioanalytical laboratory. This standard should eliminate many of the inconsistencies in the approaches, evaluation algorithms, parameters evaluated, and qualifiers used in existing site-specific data verification and validation programs.

This standard is being developed with the assumption that a proper data quality objective (DQO) process has been used to define the quality of data needed for the decision process; therefore, set limits for quality control parameters will not be recommended in the standard, but rather the user will be referred to the limits established by the DQO process. This approach will allow data qualification to be based on how factors such as error, bias, lack of precision, lack of sensitivity, or lack of selectivity affect the decision process. The DQO process should provide guidance for the frequency, percentage, and extent of data validation. This standard will incorporate an evaluation of data end use and action levels throughout the qualification process. This approach will prevent unnecessary rejection of data for minor quality problems. 

This standard contains four annexes, which are informative.

This standard was submitted for approval by the ANSI/ANS 41.5 working group. At the time of submittal, the ANSI/ANS 41.5 working group had the following members:

Saleem R. Salaymeh, Chairman, Westinghouse, Savannah River
Thomas L. Rucker, Co-Chairman, SAIC

Ann E. Rosecrance, Core Laboratories

David E. McCurdy, Independent Technical Consultant

James E. Chambers, Fluor Fernald, Inc.
Dennis W. Poyer, U. S. Army CHPPM

Chung King Liu, U. S. Department of Energy
John G. Griggs, U. S. Environmental Protection Agency
Jason C. Jang, U. S. Nuclear Regulatory Commission
Pamela D. Greenlaw, U. S. Department of Energy
The membership of Subcommittee ANS-23 at the time of its review and approval of this standard was as follows:

D. R. Eggett (Chairman), Automated Engineering Services Corporation

S. Aggarwal, New Millennium Nuclear Technologies

E. Elliott, Bechtel Jacobs

R. Holm, University of Illinois – Urbana

S. Salaymeh, Savannah River National Laboratory

R. R. Seitz, INEEL

M. P. Shannon, U.S. Army – West Point
	This standard was processed and approved for submittal to ANSI by the Nuclear Facilities Standards Committee (NSFC) of the American Nuclear Society. Committee approval of this standard does not necessarily imply that all members voted for approval. At the time it approved this standard, the NFSC had the following membership: 

D. J. Spellman (Chairman), Oak Ridge National Laboratory

R. M. Ruby (Vice Chairman), Constellation Energy

W. H. Bell, South Carolina Electric  & Gas Co.

J. R. Brault, Individual

C. K. Brown, Southern Nuclear Operating Company
R. H. Bryan, Tennessee Valley Authority
M. T. Cross, Westinghouse Electric Corporation

T. Dennis, Individual

D. R. Eggett, AES Engineering
R. W. Englehart, U.S. Department of Energy
R. Hall, Exelon Nuclear
P. S. Hastings, Duke Energy
R. A. Hill, GE Nuclear Energy 

N. P. Kadambi, U.S. Nuclear Regulatory Commission

M. Labar, General Atomics

E. Lloyd, Exitech

E. Loewen, Idaho National Lab

S. Lott, Los Alamos National Laboratory
J. E. Love, Bechtel Power Corporation
C. Mazzola, Shaw Environmental, Inc.

R. H. McFetridge, Westinghouse Electric Corporation
C. H. Moseley, BWXT Y-12

D. Newton, AREVA/Framatome-ANP

N. Prillaman, Framatome-ANP

W. B. Reuland, Individual
J. Saldarini, Bechtel SAIC Company, LLC
R. E. Scott, Scott Enterprises

S. L. Stamm, Stone & Webster
J. D. Stevenson, J. D. Stevenson Consultants

C. D. Thomas, Jr., Individual

J. A. Wehrenberg, Southern Company Services
M. J. Wright, Entergy Operations
	

	


Table of Contents

Contents

Page

11
Purpose and scope


11.1
Purpose


11.2
Scope


12
References


13
Definitions


13.1
Special word usage


23.2
Glossary of terms


54
General principles


54.1
Data life cycle


54.1.1
Planning phase


74.1.2
Implementation phase


74.1.3
Assessment phase


74.2
Planning documents


84.3
Data validation plan


84.4
Audit items germane to the validation process


94.4.1
Generic audit items


94.4.2
On-site laboratory audits


94.4.3
Desk audits


104.5
Use of external performance evaluation program results


114.6
Compliance verification


124.7
Validation


135
Sample-specific parameters


135.1
Sample preservation


135.1.1
Purpose


135.1.2
Audit information


145.1.3
Compliance verification


145.1.4
Validation


145.2
Holding times


145.2.1
Purpose


145.2.2
Audit information


145.2.3
Compliance verification


145.2.4
Validation


145.3
Sample-specific chemical yield


145.3.1
Purpose


155.3.2
Audit information


155.3.3
Compliance verification


155.3.4
Validation


155.4
Required detection level


155.4.1
Purpose


155.4.2
Audit information


155.4.3
Compliance verification


165.4.4
Validation


165.5
Nuclide identification


165.5.1
Purpose


165.5.2
Audit information


165.5.3
Compliance verification


165.5.4
Validation


175.6
Quantification and combined standard uncertainty


175.6.1
Purpose


185.6.2
Audit information


185.6.3
Compliance verification


185.6.4
Validation


195.7
Detectability


195.7.1
Purpose


195.7.2
Audit


195.7.3
Compliance verification


205.7.4
Validation


205.8
Sample aliquot representativeness


205.8.1
Purpose


215.8.2
Audit information


215.8.3
Compliance verification


215.8.4
Validation


216
Batch control parameters


216.1
Laboratory control sample analysis


216.1.1
Purpose


226.1.2
Audit information


226.1.3
Compliance verification


226.1.4
Validation


226.2
Matrix spike analysis


226.2.1
Purpose


236.2.2
Audit information


236.2.3
Compliance verification


236.2.4
Validation


236.3
Duplicate and matrix spike duplicate sample analysis


236.3.1
Purpose


246.3.2
Audit information


246.3.3
Compliance verification


246.3.4
Validation


256.4
Batch method blank analysis


256.4.1
Purpose


256.4.2
Compliance verification


256.4.3
Validation


257
Instrument parameters


257.1
Counting efficiency calibration


257.1.1
Purpose


267.1.2
Audit information


267.1.3
Compliance verification


277.1.4
Validation


277.2
Energy calibration


277.2.1
Purpose


277.2.2
Audit information


287.2.3
Compliance verification


287.2.4
Validation


287.3
Background determination


287.3.1
Purpose


297.3.2
Audit information


297.3.3
Compliance verification


307.3.4
Validation


308
Personnel qualifications


308.1 
Purpose


308.2
Verifier


308.3
Validator


308.4
Auditor




Figure

61

Data life cycle




Annex

31A
Recommended validation report contents


33B
Explanation of equations for verifying compliance to required sample-specific detection level


38C
Explanation of equations for decision-level and detection decisions




1
Purpose and scope

1.1
Purpose

This standard specifies criteria and processes for determining the validity of radioanalytical data for waste management and environmental remediation. These applications include site characterization, waste acceptance, waste certification, waste treatment design, process control, litigation, and other applications requiring data verification and validation. This standard provides a minimum set of checks and tests that will ensure a consistent approach for verification and validation of data produced by any radioanalytical laboratory. This standard should eliminate many of the inconsistencies in the approaches, evaluation algorithms, parameters evaluated, and qualifiers used in existing site-specific data verification and validation programs.

1.2
Scope

This standard establishes criteria for verification and validation of radioanalytical data for waste management and environmental remediation activities. It applies to the independent review of the data generation process for field measurements and radioanalytical laboratories. While this standard does not specifically address all nondestructive assays and in situ measurements, the general principles and some of the elements of this standard may apply. This standard does not address non-radioassay measurement methods (e.g., inductively coupled plasma-mass spectroscopy, kinetic phosphorescence analysis, X‑ray diffraction).

2
References

References for procedures used for data validation and qualification. 
American National Standards Institute (ANSI) N42.12. Calibration and usage of thallium-activated sodium iodide detector systems for assay of radionuclides; 1994.
American National Standards Institute (ANSI) N42.22. Traceability of radioactive sources to the National Institute of Standards and Technology (NIST) and associated instrument quality control; 1995.
American National Standards Institute (ANSI) N42.23. Measurement and associated instrumentation quality assurance for radioassay laboratories; 1996.
International Standards Organization (ISO). Guide to the expression of uncertainty in measurement (GUM). International Standards Organization, Geneva, Switzerland; 1995.
Currie, Lloyd A. Limits for qualitative detection and quantitative determination: application to radiochemistry. Anal. Chem. 40:3, pp. 586(593; 1968.
U.S. Environmental Protection Agency (EPA). Guidance for the data quality objectives process (QA/G-4). Office of Environmental Information, EPA/600/R-96/055, Washington, D.C.; 2000. Available at: http://www.epa.gov/quality/ qa_docs.html.
Gy, Pierre M. Sampling of heterogeneous and dynamic material systems: theories of heterogeneity, sampling and homogenizing. Elsevier Science Publishers, Amsterdam, The Netherlands; 1992.

U.S. Nuclear Regulatory Commission (NRC). Quality assurance for radiological monitoring programs (normal operations)(effluent streams and the environment. (revision 1, ML003739945). Office of Standards Development; 1979. Available at http://www.nrc.gov/reading-rm/doc-collections/ reg-guides/environmental-siting/active/.
3
Definitions

3.1
Special word usage

The word shall is used to denote a requirement, the word should is used to denote a recommendation, and the word may is used to denote permission—neither a requirement nor a recommendation. To conform to this standard, all radioassays shall be performed in accordance with its requirements, but not necessarily with its recommendations; however, justification should be documented for deviations from its recommendations.

3.2
Glossary of terms

AA: Associate in arts.

action level: The numerical value that causes the decision maker to choose one of the alternative actions. The action level may be a derived concentration guideline level, background level, release criterion, regulatory decision limit, etc. The action level is often associated with a particular matrix/analyte combination. [Note: the action level is specified during the planning phase of a data collection activity; it is not calculated from the sampling data.]

analytical protocol specification (APS): The output of a project planning process that contains the project=s analytical data needs and requirements in an organized, concise form. 
audit: A planned and documented activity performed to determine by investigation, examination, or evaluation of objective evidence the adequacy of and compliance with established procedures, instructions, drawings, and other applicable documents and the effectiveness of implementation. An audit should not be confused with surveillance or inspection activities performed for the sole purpose of process control or product acceptance. Also see desk audit.
analyte: The particular radionuclide(s) to be determined in a sample of interest. As a matter of clarity when interpreting various clauses of this standard, a gamma-ray spectral analysis is considered one analysis category but can include multiple target analytes.

accuracy: A concept employed to describe the dispersion of measurements with respect to a known value. The result of a measurement is Aaccurate@ if it is close to the true value of the quantity being measured. Inaccurate results can be caused by imprecision or bias in the measurement process.

BA: Bachelor of arts.

batch: A group of samples prepared at the same time, in the same location, using the same method, and by the same analyst.
background: Ambient signal response due to spurious electronic noise or incidental radiation in the vicinity of the detector system as recorded by measuring instruments that is independent of radioactivity contributed by the radionuclides being measured in the sample.

bias: A fixed deviation from the true value that remains constant over replicated measurements within the statistical precision of the measurement. Synonym: deterministic error, fixed error, systematic error.

BS: Bachelor of science.

calibration: The set of operations or processes conducted under specified conditions that establish the relationship between values indicated by a measuring instrument or system and the corresponding known values. The term calibration refers to both the first calibration after the instrument is placed in use and to any recalibrations subsequently performed.
certified reference material: A reference material, one or more of whose property values are certified by a technically valid procedure, accompanied by or traceable to a certificate or other documentation that is issued by a certifying body (e.g., National Institute of Standards and Technology, International Atomic Energy Agency).

CLP: Contract laboratory program.

combined standard uncertainty (CSU): The standard (1() uncertainty of a calculated result obtained by propagating the standard uncertainties of a number of input values of the measurement process. The value is sometimes referred to as total propagated uncertainty (TPU).

compliance verification: Compliance verification is the process of determining whether the data are complete, correct, consistent, and in compliance with established standard- or contract-specified requirements. The process of compliance verification is independent of validation. The compliance verification is conducted at various levels both internal and external to the data generator. The output of verification is a data set ready for data validation.

concentration: The quantity of radioactive material stated in terms of activity (or mass) per unit of volume or mass of a medium.

critical level (Lc): See “decision level.”

CSU: Combined standard uncertainty.
data quality assessment (DQA): The last phase of the data collection process, which consists of a scientific and statistical evaluation of the data set to assess its validity and usability. The focus of DQA is the evaluation of the data relative to their intended use.

data quality objective (DQO): The qualitative and quantitative statements that specify the type and quality of data required to support decisions for any process requiring radiochemical analysis (radioassay).

decision level (Lc or DL): The minimum measured analyte quantity or concentration (a posteriori result) required to give a stated confidence that a positive amount of the analyte is present. For this standard, the stated confidence level will be assumed to be 95%. Correspondingly, the probability of a Type I error (probability of erroneously concluding a radionuclide is detected in a sample that is blank) is set at 0.05.  However, other confidence levels may be established by the MQOs.

DER: Duplicate error ratio.

desk audit: An off-site review of laboratory-submitted documents, normally conducted by a technical representative of the contracting agency or company.

dpm: Disintegrations per minute.

duplicate: A second aliquot of the sample (equal-sized, prepared, and analyzed as part of the same batch) used to measure the overall precision of the sample measurement process beginning with laboratory subsampling of the field sample.

FWHM: Full width at half maximum.

holding time: The elapsed time expressed in days from the date of collection (rather than receipt by the laboratory) of the sample until the date of analysis.

ISO: International Standards Organization.

laboratory control standard (LCS) A standard material of known composition, or an artificial sample (created by fortification of a clean material similar in nature to the environmental sample), that is prepared and analyzed in the same manner as the environmental sample.

LLD: Lower limit of detection.

MAPEP: Mixed analyte performance evaluation program.

matrix spike sample: An aliquot or aliquant of a sample spiked with a known concentration of target analyte(s) prior to sample preparation. The recovery of the target analyte(s) from the matrix spike sample is used to determine the bias of the method in the specific sample matrix.

measurement quality objective (MQO): Quantitative or qualitative statements of performance objectives or requirements for a particular method performance characteristic such as the method uncertainty, detection capability, range, specificity, ruggedness, etc. The MQOs can be viewed as the analytical portion of the DQOs and are, therefore, project- or program-specific. 

method blank: A prepared sample of a matrix as similar as practical to the associated samples that is free, to the extent possible, of the radionuclides of interest that is carried through the entire analytical process to evaluate potential contamination from the measurement process for determination of the decision level and MDC. The method blank can also be used to determine the standard deviation of the net blank.

minimum detectable concentration (MDC): The minimum quantity or concentration of a radionuclide required (a priori) to give a stated confidence that the measurement result would be above the decision level (detected). For this standard the stated confidence level will be 95%. Correspondingly, the probability of a Type II error (probability of erroneously not concluding a radionuclide is detected in a sample that has the MDC quantity or concentration) is set at 0.05. For this standard the ( (Type I) and ( (Type II) probabilities are both set at 0.05.

MSD: Matrix spike duplicate.

MSS: Matrix spike sample.

NIST: National Institute of Standards and Technology.
PE: Performance evaluation.

performance check: A check of the response (efficiency, energy, and/or background) of a detection system to determine if changes have occurred since the last time the system was calibrated.

performance criteria: The established level of quality (bias, precision, detection sensitivity, etc.) and operational commitments (turnaround times, reporting protocol, etc.) 

· agreed upon between the service laboratory and the customer (or intergovernmental agencies or intracompany entities) within a formal contract; 

· established by the service laboratory and documented within the operational or QA program manual of the laboratory.

performance testing (PT) sample: Reference materials or samples of known composition used to evaluate the performance of the laboratory.
precision: The degree of agreement or central tendency of repeated measurements of the same parameter. A measurement with small random uncertainties is said to have high precision.

quality assurance (QA): All those planned and systematic actions necessary to provide adequate confidence that an analysis, measurement, or surveillance program will perform satisfactorily in service.

quality assurance project plan (QAPP): A document that contains or references the QA elements established for an activity, group of activities, scientific investigation, or project and describes how conformance with such requirements is to be ensured for the activities.

quality control (QC): Those actions that control and measure the attributes of the analytical process, standards, reagents, measurement equipment, components, system, or facility according to predetermined quality requirements.

quality control chart: A chart developed to evaluate the response of an instrument or process to predetermined, statistically based control limits. The predetermined statistical limits are not typically developed using the overall quality performance (bias and precision) parameters for an analytical technique.
radionuclide: A radionuclide that is radioactive.
reference material (standard): A material or substance one or more properties of which are sufficiently well established (within specified uncertainty limits) to be used for the calibration of an apparatus, assessment of a measurement method, or assigning of values to materials.

required detection level (RDL): The minimum detection capability for a method required by the MQOs and/or statement of work (SOW).

replicate: One of multiple aliquots or aliquants of a sample taken during the first stage of the analytical process.

RPD: Relative percent difference.

sample: A single item or specimen from a larger whole or group taken for the purpose of estimating properties or composition of the larger whole or group.

sampling: The process of obtaining representative samples and/or measurements of a subset of a population.
SAP: Sampling and analysis plan.

SOW: Statement of work.

standard deviation: The square root of the variance of a variable. For this application the variance is a measure of the variation of the observations within a measurement set. The standard deviation is often estimated using a set of measurements of the variable. The standard deviation has the same units as the measured quantity and, therefore, is particularly convenient when describing the variability of the measured quantity. This parameter can also be expressed as a relative standard deviation (i.e., as a percentage of the measured quantity).

tolerance chart: A chart developed to evaluate the response of an instrument or process to a predetermined tolerance level as determined by an appropriate QC source. The predetermined tolerance level, typically expressed as a percentage, is set with the overall quality performance (bias and precision) parameters for an analytical technique in mind. For practical reasons the response of most instruments is held in control to a tolerance as specified by the MQOs and is related to the instrument calibration.
TPU: Total propagated uncertainty, see CSU.

traceability: Demonstrated linkage by means of an unbroken chain of comparisons of a measurement to nationally or internationally recognized standards or certifying body within specified uncertainty limits.

unbiased: A measurement of a variable is called unbiased if the expected value of the measurement is equal to the stated value of the property being measured.

validation: A technically based analyte- and sample-specific evaluation process that extends beyond method or contractual compliance, provides a level of confidence that an analyte is present or absent, and examines the uncertainty of the reported concentration of the analyte relative to the intended use of the data. Data validation is a systematic process, performed externally from the data generator, that applies a defined set of performance-based criteria to a body of data that can result in qualification of the data. Data validation occurs prior to drawing a conclusion from the body of data.

4
General principles

4.1
Data life cycle
The goal of the data collection process is to produce credible and cost-effective data to meet the needs of a particular project. The data life cycle provides a structured means of considering the major phases of projects that involve data collection activities. The three phases of the data life cycle are planning, implementation, and assessment. These three phases consist of a number of routinely performed activities including planning the project and developing project plan documents; writing an SOW; sampling; and conducting analyses, audits, performance evaluation studies, compliance verification, data validation, and data quality assessment. Compliance verification and data validation are considered isolated processes, but the efficiency and success of the validation effort are heavily dependent on the completion of the preceding steps in the data collection process. Compliance verification compares the data to the requirements of the analytical contract or project documents. Data validation evaluates the data produced and/or adequacy of the methods applied against the MQOs and other APSs developed during the planning process. Data quality assessment, the third and final step of the assessment phase, compares the data produced to the overall project DQOs. 

The most effective way to understand data life cycle, and ultimately to make decisions more efficiently, is to visualize the entire process and its goals. Figure 1 provides a graphic representation of the overall data collection process. Data collection is a series of distinct process elements. The following sections briefly describe general aspects of the data life cycle. 

4.1.1
Planning phase

A project planning process, such as the DQO process, provides a logic for setting well-defined objectives and developing a cost-effective and defensible sampling and analysis plan (SAP). Key outputs of a project planning process are the project DQOs and MQOs. DQOs are the objectives that apply to the overall data collection process including both sampling and analysis. MQOs are the performance objectives specific to the analytical measurements. These performance 

Figure 1 – Data life cycle
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objectives, along with any other requirements developed during project planning, are captured in the appropriate project plan documents. These project plan documents may include a QAPP, data validation plan, work plan, and/or SAP.

4.1.2
Implementation phase

The implementation phase includes sampling and analysis. The planning documents are used to develop an appropriate project-specific SOW for both sampling and laboratory performance. The objective of the analytical process is to generate data that meet requirements outlined in the appropriate project plan documents and SOW. APSs or performance requirements are established for a number of items including measurement uncertainties (precision and bias), detectability, sample acceptance and storage, sample preparation, analysis and internal QC, external QC/QA (e.g., acceptable performance in regulatory or contract-required performance evaluation programs), internal data review, data reporting, and data transmission. The APSs typically include the MQOs for the RDL, bias, and precision of the measurement at the action level. The level of specificity in the APSs should be limited to those requirements that are considered essential to meeting the project=s analytical data requirements to allow the laboratory the flexibility of selecting the analyses that meet the analytical requirements.

Audits performed during the implementation phase provide information that is used to ensure compliance with contractual and/or regulatory requirements. The output of the implementation phase includes the field data, calibration data, analytical data package (results and raw data), performance evaluation sample results, and audit reports.

4.1.3
Assessment phase

Assessment of data consists of three separate and identifiable steps: compliance verification, validation, and DQA. Compliance verification and validation pertain to evaluation of analytical data generated in the field or by fixed laboratories. DQA considers all sampling, analytical, and data-handling details; external QA assessments; and other historical project data to determine the usability of data for decision making. Although DQA is not within the scope of this standard, it is mentioned here because of its relationship to compliance verification and validation.

Compliance verification assesses whether laboratory conditions and operations were compliant with contractual and regulatory requirements. This process includes checks for consistency and comparability of the data throughout the data package, correctness of calculations, and completeness of the results to ensure that all necessary documentation is available. The product of compliance verification is a verified data package that includes all the information necessary for data validation.

Validation is the process of examining a verified data package to provide a level of confidence in the reported analyte’s identification, concentration (including detectability), and associated uncertainty. Qualifications are made based on the data’s fitness for their intended use. The product of the validation process is a validation report qualifying all data according to the data validation plan. 

DQA integrates the data validation report, field information, assessment reports, and historical project data and compares the findings to the original project objectives and criteria. Precision and bias can be evaluated for the project as a whole rather than on a data-package basis. The DQA process uses the combined findings of these multidisciplinary assessments to determine data usability for the intended decisions, and to generate a report documenting that usability and the causes of any deficiencies. It is important that the validation rationale be clearly understood for the DQA process. 

4.2
Planning documents

Planning documents may include a QAPP, data validation plan, work plan, and/or SAP. Specifications for format, content, and style of planning documents are outside the scope of this standard. Other guidance is available for the development of these plans. The descriptions below are intended only to show the relationship of the planning documents to compliance verification and validation. 

The planning documents (SAP or QAPP) define how the integral quality activities of the data collection process will be performed. This documentation defines how all sources of potential uncertainty will be estimated, monitored, controlled, and assessed against acceptance limits defined and agreed to during project planning. The planning documents define data needs that will support the project DQOs. The planning documents take the design output of the planning process and provide a plan to implement the objectives. This plan includes what samples will be taken and how they will be collected (e.g., sampling point, time of collection, depth of sampling, and other variables necessary to tie a measurement to a specific sampling location in time and space). Planning documents define requirements for analytical procedures for field and laboratory measurements and determine detection limits and other MQOs. These planning documents are used to develop the SOW and the data validation plan.
4.3
Data validation plan

The data validation plan may be a stand-alone document or part of other planning documents. The data validation plan should contain or reference the following information:

· a summary of the project that provides sufficient detail about technical and quality objectives, including sample and analyte lists, and required detection limit, action level, and level of acceptable uncertainty on a sample/analyte-specific basis;

· specification of the data to be validated. Specify the scope of validation (e.g., the amount of raw data to be reviewed and in what detail). Sample results near the action level that would potentially cause a change in program action might require more rigor than samples significantly above or below an action level;

· specification of the necessary validation criteria (QC, detection, and unusual uncertainty) and performance objectives deemed appropriate for achieving project objectives;

· direction to the validator on what qualifiers are to be used and how qualifiers are assigned (see below);

· direction to the validator on the content of the validation report (see Annex A). 

The plan should outline (1) the basis for rejection or qualification of data and (2) the qualification codes that will be assigned.

4.4
Audit items germane to the validation process 

Audits are normally conducted to assess a laboratory's capability to meet proposed or required contract specifications. To streamline the data package requirements, this standard recommends that specific information gathered during an audit be used in the compliance verification and validation processes rather than having that information be provided within data packages. As part of project planning, the specific information or items required for compliance verification and validation that are to be gathered during audits should be determined and documented. The auditor should not only gather the required information or items during the audit, but should also ensure that the laboratory is compliant with the contract requirements for the specified items. The data verifier should collect the audit reports and forward them to the validator for use during validation.

Two of the most used audit types are on-site laboratory and desk audits. The on-site laboratory audit is a detailed assessment performed at the laboratory facilities either before or after the award of a laboratory service contract. On-site laboratory audits are typically more extensive than desk audits and provide the opportunity to evaluate the laboratory in terms of adequacy and upkeep of the facilities; application of documented administrative, QA and technical programs; staff proficiency through interviews; functionality of equipment and instrumentation; sample throughput capacity and storage; and waste management practices. Most on-site laboratory audits are formal in nature, have a predefined audit plan, and are comprised of an audit team having QA and technical representatives. It is recommended that an on-site laboratory audit be conducted prior to the award of a laboratory services contract. On-site laboratory audits after the award of a contract are typically conducted for multiyear contracts or when there appears to be nonconformance to the specifications of the SOW or contract. 

A desk audit is less formal than an on-site laboratory audit and is conducted as an off-site activity, normally by a QA or technical representative of the contracting agency or company. The desk audit may be extensive for smaller contracts for which no on-site laboratory audit has been or will be conducted or limited in the case of monitoring a laboratory’s activities after an extensive on-site laboratory audit. 

4.4.1
Generic audit items

Certain audit items are of interest during compliance verification and validation. During the initial/precontract audit, the sampling and radiochemical procedures, including associated equations, should be evaluated by a subject matter expert. These procedures should contain expected analytes and radionuclides, sample matrices, typical detection levels, chemical and radiological interferences, and measurement technique. Upon contract award the following information shall be forwarded to the verifier or obtained during a postcontract award audit: (1) radiochemical procedures, (2) equations, (3) instrument calibrations, (4) NIST traceability for equipment and standards, and (5) historic internal QC and external performance testing (PT) sample results 

Radiochemical and radiometric procedures must be documented in sufficient detail and include as a minimum a detailed step-by-step chemical processing section referencing the parameters that are used in the calculation of the final result, a calculational section listing the equations and parameters to determine the detection level, and the analyte concentration and its CSU.
) During the initial postcontract award process, the laboratory shall provide the detailed equations and parameters needed for the data verification and validation process. Thereafter, changes in the radiochemical or radiometric procedure that would alter the result should not be undertaken without prior notification of the project manager, data verifier, and data validator.

4.4.2
On-site laboratory audits

Laboratory audits are used to initially and periodically assess a laboratory’s capability to perform in accordance with contract requirements. In addition to the requirements specified in sections 4.4 and 4.4.1, the following items should be assessed during an on-site laboratory audit for the purpose of compliance verification and data validation:

· method validation program and use of appropriate validated methods(;

· QC for measurement systems, including calibration and instrument performance check;

· instrumentation maintenance/repair logs(;

· internal batch QC and external PT sample results;

· calibration and tracer certificates and preparation logs(;

· sample analysis turnaround time tracking;

· laboratory personnel qualifications(;

· internal and external QA reports(;

· relevant prior audit and corrective action reports(;

· software and spreadsheet documentation, verification, and validation(;

· periodic hand calculations when applicable; 

· controlled updates to existing methods.

The annotated (() items are to be evaluated during the audit and need not be included in subsequent data packages. Other items to be reviewed during the on-site audit are included in the audit information sections throughout the rest of this document.

4.4.3
Desk audits

A desk audit may be used in addition to or in place of an on-site laboratory audit. When used in place of an on-site laboratory audit, the assessment requirements provided in Sections 4.4.1 and 4.4.2 should apply to the desk audit. The desk audit is also useful when performed periodically to monitor certain activities or programs after the more extensive on-site laboratory audit. Desk audits may be used in monitoring the following items:

· corrective action implementations;

· updates to instrument calibrations, standard and tracer certificates(;

· instrument and batch sample QC results; 

· hand calculation verifications;

· staff proficiency updates(;

· method updates(;

· detection level studies(;

· performance evaluation results(;

· ongoing method selectivity, such as interferences in chemical separations and spectral interpretations; 

· narrative status reports.

The annotated (() items are to be evaluated during the audit and need not be included in subsequent data packages. Other items to be reviewed during desk audits are included in the audit information sections throughout the rest of the document.

4.5
Use of external performance evaluation program results

Various guidance documents (ANSI N42.22, N42.23, NRC Regulatory Guide 4.15) recommend that a laboratory participate in an external PE program wherein samples of various matrices having a known concentration(s) of a radionuclide(s) are periodically sent to the laboratory for analysis. Most laboratory contracts require successful participation in a PE program. Currently, there are several NIST-traceable government and commercial PE programs available for environmental media. The government-agency PE programs include the U. S. Department of Energy’s (DOE’s) QA program administered by DOE’s Environmental Measurement Laboratory in New York and DOE’s mixed analyte performance evaluation program (MAPEP) administered by DOE’s Radiological and Environmental Sciences Laboratory in Idaho Falls, Idaho.

The participation in an external NIST-traceable PE program is extremely useful for the following reasons:

· provides an independent process for laboratory performance evaluation;

· provides a measure of method bias to the national standard (NIST); 

· evaluates the robustness of a method through the use of appropriate or natural matrices;

· standardizes measurement systems to NIST.

Most contracts require the laboratory to use NIST-traceable materials for the calibrations; therefore, these instruments should have calibrations that are linked to NIST within a defined degree of accuracy and precision based on the propagation of all uncertainties, including those in the traceable NIST standard and in the standard/tracer preparation. If a calibration source has been inappropriately prepared, however, it might be unlikely that an internal QC program using the same improperly prepared standard would find a bias. Participation in an external PE program that is NIST-traceable, however, would detect biases as referenced to the national standard; therefore, it is assumed that any measurement bias detected during the participation in an external NIST-traceable PE program is real and may be used to determine a laboratory’s compliance with measurement bias quality objectives/contract specifications.

Most PE programs distribute performance-testing materials on a semiannual or annual basis. As such, a laboratory’s performance in an external PE program should be considered a snapshot of the laboratory’s capability to analyze samples. Most audit items also represent a snapshot in time, however, so any observed deficiency, whether an audit or PT sample result, should be evaluated to determine its duration and impact on the analytical processing.

The results of external PE programs should be reviewed during compliance verification. The PE program information should be supplied to the data verifier. The data verifier should use the PE program information as a feedback mechanism to the laboratory to correct any major deficiencies in the external PE program as soon as possible. For laboratory services contracts of short duration, timely corrective action initiation might not be possible. The data verifier should collect the PE results and verify that participation meets the requirements of the SOW. The PE results are forwarded to the validator for review during validation. 

The validator may make recommendations to the data quality assessor based on the PE results and their affect on data usability. External PE program results cannot be applied to any one batch of samples; therefore, qualification of data during data validation based on PE results may not be appropriate. PE program results may be used by the data quality assessor to determine the overall usability of all data. In addition, when evaluating the usability of the data, the magnitude of the determined bias and precision shall be viewed in terms of project-identified action levels and the magnitude of the sample data results.

4.6
Compliance verification

Compliance verification is the systematic process of checking data for completeness, correctness, consistency, and contract compliance. The compliance verification process compares the laboratory data package to requirements associated with the project and produces reports that identify those requirements that were and were not met. These requirements are contained in the SOW or project planning documents (e.g., QAPP and SAP). The inputs to the compliance verification process include field data, PE sample results, audit information, and calibration data in addition to the analytical data package.

The analytical data package should include a case narrative.  The case narrative typically contains the following information which may assist compliance verification: client’s sample identification and the corresponding laboratory identification; parameters analyzed for each sample and the method used; whether the holding times were met or exceeded; detailed description of all problems encountered; discussion of possible reasons for any QA/QC sample results outside acceptance limits; and observations regarding any occurrences which may adversely affect sample integrity or data quality.

The analytical data package should also include a sample chain-of-custody (COC) form. A COC form is used to document sample handling from the time of collection through the transfer to the laboratory. The COC typically contains the following information which may assist compliance verification (particularly with evaluation of holding times and sample preservation): sample identification number, date and time of sample collection, signature of sample collector and/or person in possession of the samples, matrix type, number of containers, any sample preservation such as packing in ice or pH adjustment, analytical method requested, and date and time of each change in custody.

Compliance verification tools are used to evaluate a data set against a standard or contract. Problems identified through data compliance verification are separated into categories of correctable problems and non-correctable problems, which are defined below.
Correctable problems can be subdivided into two subcategories. The first subcategory contains those correctable problems relating to deficiencies in data packages that can be addressed by obtaining additional information from the laboratory. The second subcategory of correctable problems consists of those that can be solved by either re-preparation and/or reanalysis of a sample.

Non-correctable problems are those for which data cannot be regenerated, and sample results must stand as is.
Assessment of analytical laboratory deliverables against SOW or other planning document requirements is used as a real-time evaluation tool for general analytical laboratory operations. The result of compliance verification is a verified data package (raw data package and verification report or checklist) that is then passed to the validator for validation.

4.7
Validation

Validation is the process of examining a verified data package to provide a level of confidence in the reported analyte’s identification, concentration (including detectability), and associated measurement uncertainty. Validation is analyte- and sample-specific and extends beyond method or contractual compliance. Validation produces a data set with a limited number of qualifiers associated with the result. Qualifications are made based on the data’s fitness (suitability) for their intended use as defined by the MQOs.

The validation process begins with a review of the verified data package to screen the areas of strength and weakness of the data. It continues with objective testing of sample data to confirm the presence or absence of an analyte and to evaluate the uncertainty of the quantification for the analyte. Each data point is then qualified as to its integrity and dependability in the context of the project requirements based on all available laboratory data.

After a data package has been validated, it is forwarded with the validation report (see annex A) for DQA. This assessment integrates the laboratory data, current field information, and historical project data to assess overall data quality and usability in the decision process by comparing it to the original project DQOs.
Historically, data qualifiers were originated by the U.S. Environmental Protection Agency for the contract laboratory program (CLP) for validation of data generated from “prescribed methods” involving nonradioactive analytes. Under this program, as well as other programs for the measurement of nonradioactive analytes, the measurement uncertainty of the individual analytical result is not typically estimated or quantified. To provide the CLP data user with some degree of confidence in the data results when there were deviations from the nominal expected parametric values, letter qualifiers (e.g., “J,” “R,” “U”) were designated to qualitatively indicate the degree of bias and/or precision/uncertainty in an analytical result reported by a laboratory. These qualitative letter qualifiers are an integral part of the data validation process for the nonradiological data validator.

The radioanalytical process is different from the CLP nonradioactive method application in several ways. The important differences are the manner in which each radioanalyte is measured and the quantitative determination of the measurement uncertainty of each analysis and reported result. For radioassays the analyte concentration is determined using the method parameters [chemical yield, radioactive decay corrections, radiation detector response (calibration factor/detector efficiency)], corrections for radioactive interferences and instrument backgrounds, etc., associated with the individual sample under process. This approach is in contrast with a reported nonradioactive analyte value that has been standardized with respect to an expected CLP method-generated result. The exception to this uniqueness is gross radioactivity measurements (i.e., gross alpha or beta radioactivity measurements that use generic measurement processes rather than methods for specific radioactive analytes).

For radioassays the analyte concentration and its measurement uncertainty are calculated using unique sample-specific parametric values; therefore, qualitative letter qualifiers would not be applied for radioanalytical measurements for these types of uncertainties. During the validation process, however, the validator may identify discrepancies, blunders, measurement interferences or additional uncertainties that might not have been incorporated into the calculation of the analyte concentration value or the reported measurement uncertainty. As such, the laboratory’s reported measurement value and uncertainty might have been under- or overestimated and should be noted qualitatively if corrections to the results cannot be made. Under these circumstances the data validator may apply a letter qualifier to the analytical result as an indication of additional bias or uncertainty over and above the reported quantitative uncertainty; therefore, the result of the validation process may produce a radioanalytical data report that contains results with and without letter qualifiers. 

This standard has carefully selected the basis for the recommended letter qualifiers that should be applied to the radioanalytical data, when applicable. These letter qualifiers are in concert with the traditional CLP letter qualifiers because of their familiarity among the environmental community. It is hoped that this approach will eliminate confusion.

There are four types of validation qualifiers that are recommended in this standard. Additional qualifiers may be defined in the validation plan to meet project-specific needs. The first is for positive results meeting all the performance criteria established in the validation plan. The second is for nondetected results, and the other two are for results that fail to meet one or more of the validation performance criteria. More than one qualifier may apply and be assigned to the same result. These qualifiers are explained below.

<none>
The analyte has been detected, and if any problems exist, they are minor or irrelevant to the intended use. The uncertainty in the result is fairly represented by the reported uncertainty.

U
Undetected. The analyte result is less than the critical level (see section 5.7). 

J
Estimated. An unusually uncertain or biased, but usable, result. The uncertainty associated with the result significantly (relative to the MQOs) exceeds the reported uncertainty. 

R
Unusable. The problems are so severe that the data cannot be used because they would significantly affect the decisions based on them.

The actual qualifiers and associated reasons assigned to each result should be recorded in an organized manner for final evaluation and reporting. One result may receive multiple (even repeated) qualifiers, each with its own reason. If qualifiers are combined for recording purposes, the rules should be developed during project planning and addressed in the validation plan.

This standard incorporates an evaluation of MQOs relative to the action level in the testing and qualifying of the data. For example: a 60% biased result that is 1/50 of the action level would not be rejected or be considered to have a high uncertainty with respect to its usage. It is not the relative percent uncertainty that is significant, but rather whether the result plus its uncertainty is close to or greater than the action level.

Significant deficiencies in laboratory data unrelated to contaminants of concern might not be important to the client. Missing data has a consequence for validation only if its absence affects the usability of the remaining data.

If serious problems are discovered for a particular analysis batch such that they would make all of the results unusable (e.g., inappropriate methods, incorrect calculation algorithms, or inappropriate calibration basis), all results generated by the method would be rejected without further validation performed. 

5
Sample-specific parameters

5.1
Sample preservation

5.1.1
Purpose

Proper sample preservation is necessary to ensure that the analytes of interest are not lost or degraded in such a way as to impact data use. Metals have been shown to adhere to the sides of sample containers if aqueous samples are not maintained below a pH of 2. Likewise, certain anionic species require either basic or no preservation because acidification can liberate the species of interest from the sample, thereby negating quantification (e.g., tritium, carbon-14, and iodine). The MQOs or SOW may dictate unique sample preservation requirements. Sample preservation includes chemical preservation, temperature control, and sample containers.

5.1.2
Audit information

The following items should be reviewed during the audit process:

· relevant procedures;

· sample preservation documentation;

· documentation on calibration and maintenance of relevant equipment or instrumentation (refrigerators, pH meters, thermometers, etc.).

5.1.3
Compliance verification

Laboratory data sheets and/or chain-of-custody records should be reviewed for evidence of sample preservation. Evidence should consist of pH readings on aqueous samples, records of chemical addition (if performed), and sample receipt and storage records for those analytes and matrices requiring temperature control. Any samples not adhering to preservation requirements should be noted in the verification report.
5.1.4
Validation

The following steps should be completed during validation:

a) Review the verified data package;

b) Review the results for samples that were not properly preserved;

c) If sample preservation requirements were not followed, all affected sample results are questionable. Qualify all affected sample results as either estimated (J) or unusable (R) depending on the magnitude of the uncertainty introduced compared to the established MQOs.

5.2
Holding times

5.2.1
Purpose

Depending on the analyte and matrix, holding times might be necessary to prevent degradation of samples or loss of the radionuclide of interest that would impact data use. If holding times are exceeded, the results for any affected samples might be unusable. 

The holding times specified in the MQOs shall apply. Section 5.4 covers the loss of radionuclide detectability due to radioactive decay.

5.2.2
Audit information

The following items should be reviewed during the verification process:

· relevant procedures;

· sample documentation.

5.2.3
Compliance verification

The total elapsed time from date of sample collection to date of analysis should be determined. If this time exceeds the specified holding time for a given radionuclide or matrix, a notation should be made in the verification report.

5.2.4
Validation 

The following steps should be completed during validation:

d) Review the verified data package; 

e) Review the results for any samples that exceed the specified holding time for the radionuclide or matrix of interest to determine if the results were adversely affected by the exceeded holding time;

f) Qualify all affected sample results as either estimated (J) or unusable (R) depending on the magnitude of the uncertainty caused by the holding time exceedance compared to the established MQOs.

5.3
Sample-specific chemical yield

5.3.1
Purpose

A tracer or carrier is used to measure and correct for losses that might have occurred during sample processing, separation, and quantification of the analyte (in a specific sample). Abnormally high or low chemical yields might be indicative of inappropriate separation methods for certain matrix interferences, instrument problems, calibration errors, or errors in the preparation of the tracer or carrier.

Both tracer and carrier yields are expressed as percentage values. Abnormally low chemical yields can cause a large uncertainty in affected sample results. Chemical yields greater than 100% can add negative bias of at least the amount greater than 100%. Limits for both high and low chemical yields are established by the APS or MQOs.

5.3.2
Audit information

The following items should be reviewed during the verification process:

· relevant procedures;

· corrective action on outliers;

· certification of tracers;

· tracer preparation log;

· chemical yields;

· counting time;

· traceability of standards.

5.3.3
Compliance verification

The sample-specific chemical yield should be evaluated. If the chemical yield does not meet the method or project requirements, a notation should be made in the verification report.

5.3.4
Validation

The following steps should be completed during validation:

g) Review the verified data package;

h) Calculate the uncertainty of the chemical yield; 

i) If the tracer uncertainty (1 sigma) is greater than 10% (or other limits as specified by the APS or MQOs), qualify the sample result as estimated (J) unless the tracer uncertainty has been propagated into the reported measurement uncertainty. If chemical yield is greater than 110%, qualify the sample result as estimated (J) or rejected (R) based on the amount of bias allowed by the MQOs.

5.4
Required detection level

5.4.1
Purpose

The reported analytical results are evaluated to determine if the required detection level has been met. An estimate of the MDC for specific data points can be made using the reported measurement uncertainty. The MDC calculation determines if the RDL, as specified in the SOW or MQOs, has been met. For this test it is assumed that the calculation of the a priori MDC for the sample measurement is based on a 5% probability of falsely concluding that the analyte was greater than the decision level (Lc) and a 5% probability of falsely concluding that the analyte concentration was less than the Lc (k = k = 1.65). 

5.4.2
Audit information

An independent verification that the a priori MDC has been properly calculated should be made during the audit. The radioanalytical methods employed should be required to have a sensitivity (MDC) equivalent to at least 1/10 to 1/100 of the action level specified in the contract's scope of work.

The a priori MDC should be calculated for each method employed using typical parametric values. The a priori MDC estimate should be recalculated with documentation when the estimate of any parameter changes significantly relative to the MQOs. Documentation is required for the equations and experimental data from which the typical values of the parameters are obtained. 

5.4.3
Compliance verification

It should be verified that the a priori MDC meets the RDL.

For each result that is less than the Lc, it should be determined whether the RDL has been met. The test to determine if the RDL has been met is
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where:


CSU 
is combined standard uncertainty;


k varies according to the number of counts observed in the background.

For paired observations, this test is applicable for background counts as small as seven. Refer to annex B for the technical basis for this test. Typically, k equals 4 for applications of alpha and gamma (depends on the energy) spectrometry and alpha gas proportional counting when the number of background counts is approximately seven. For applications of beta liquid scintillation and beta gas proportional counting, a k value of 3.5 can be used when the number of background counts is greater than 60. Refer to annex B, figure B.2 for estimates of the k value. 

If this test is not met, a notation should be made in the verification report. 

5.4.4
Validation

The following steps should be completed during validation:

j) Review the verified data package;

k) If equation (1) above is true, the estimated MDC is less than the RDL and the contract RDL has been met. If the above equation is false, qualify the result as rejected (R) only if the result plus 1.65 times its uncertainty is greater than the action level.

5.5
Nuclide identification

5.5.1
Purpose

The identification of specific radionuclides should be contained as part of the MQOs and laboratory contract specifications. Proper identification of the analyte within a sample is paramount to the data validation process. Analyte identification is achieved by two principal methods: (1) spectrometric analyses that identify the radionuclide by its characteristic radiation emission (alpha, beta, x-ray, or gamma-ray energy) or by the subsequent photon detection after neutron activation and (2) the chemical isolation of the chemical element or chemical group of elements followed by radiometric analysis of the analyte's generic or characteristic radiation emission. For some radiochemical analyses followed by gross alpha or beta counting, the identification of short-lived analytes may be verified by measuring the analyte's half-life. The radiometric techniques involve both simple generic alpha and beta particle counting and more complex alpha, beta, and photon spectrometric methods. 

5.5.2
Audit information

The following records should be available for review by the auditor for the verification at a post-award on-site or desk audit:

–
documentation on measured resolution of the various detectors and the achieved process alpha beta and gamma-ray resolutions for typical final sample mounts; 

–
spectral or mathematical unfolding routines/algorithms used in the identification of radionuclides;

–
basis and/or mathematical algorithms for energy determinations of alpha, beta, and gamma-ray spectra.

5.5.3
Compliance verification

It should be verified that the raw spectral data and/or peak search and identification reports have been included in the data package for each analysis. 

5.5.4
Validation 

The validation process encompasses various qualitative evaluations and quantitative tests, qualifier assignment, and a validation report by the assessor.

Spectral and radionuclide contamination interferences can lead to significant biases if not properly addressed. The laboratory should have administrative or computerized methods to detect, evaluate, and adjust for these interferences. Visual inspection of alpha and gamma-ray spectrometric data and the analyte region of interest for liquid scintillation counting is the most common approach. Quantitative estimates of the bias as a result of the interference should be made based on the standard correction methodologies (e.g. spectral stripping algorithms). The severity of the interference might require an application of a data qualifier, depending on the MQOs for bias. It is essential that the uncertainty resulting from any interference correction be included in the CSU of the analyte's reported result. 

5.5.4.1
Qualitative evaluations and quantitative tests

The alpha, beta, or gamma-ray spectra should be inspected for obvious misidentification due to improper position of peaks, nonlinear energy response, or skewed spectral peak positions, unresolved multiple peaks, overlapping peak interferences, degradation of resolution resulting from improper sample mounts or final geometry, quenching of liquid scintillation solutions, or insufficient counts in the peak for proper peak centroid determination. In addition, for alpha spectrometric applications involving radiotracers, the resolution and centroid position of the peak associated of the radiotracer should be evaluated. Independent hand calculations should be performed from instrument QC data, when needed and if possible, to verify the detector resolution and energy calibration parameters (gain and offset values) of the spectrometry system, and the peak centroid energy. In addition, independent hand calculations should be performed, when needed, to verify the peak centroid energy for each analyte in the sample. 

5.5.4.2
Validation qualifications

The following steps should be completed during validation:

· If the analyte has been misidentified or its identification is highly questionable, qualify the results as rejected (R);

· If the measured half-life of the radionuclide in the sample does not match the required analyte's, qualify the results as rejected (R);

· If there is a possibility of several radionuclides present in the sample and the energy resolution of the measurement does not permit proper identification, qualify the affected results as rejected (R);

· If the quench of a sample being counted by liquid scintillation is severe and no corrections have been made for energy correction, qualify the affected results as estimated (J) or rejected (R) depending on the severity of the problem;

· If the energy resolution of the alpha spectral measurement has deteriorated to the point that multiple radionuclide peaks overlap significantly, qualify the affected results as estimated (J) or rejected (R) depending on the severity of the problem.

5.6
Quantification and combined standard uncertainty

5.6.1
Purpose

The quantification of specific radionuclides should be contained as part of the MQOs and laboratory contract specifications. Industry practice and American National Standards Institute (ANSI) guidance include the calculation and reporting of the analyte concentration and its CSU. The exact equations used to calculate these parameters are specific to the radiochemical procedure, mathematical unfolding routine, or computer algorithm applied.

The laboratory shall report the CSU with the measurement result. Specific equations for the CSU will depend on the radiochemical method, radiation measurement process, and yielding method used by the laboratory for the analyte; however, generic guidance is provided for a basic radiochemical technique and equations. The recommended approach is to add the individual fractional uncertainties of the parameters in quadrature (i.e., the square root of the sum of the squares). More detailed information can be obtained from ANSI N42.12 and from the International Standards Organization’s (ISO’s), Guide to the Expression of Uncertainty in Measurement. 

The CSU is calculated by summing the relative uncertainties of each parameter in quadrature. The relative uncertainty of each parameter should be determined through experimentation or estimation, with documentation made available during the post-award audit process or provided as part of the data verification process. Certain parameter uncertainties, such as Poisson counting statistics, chemical yields from radiotracers, etc., are determined at the time of quantification and are provided for the data verification process. With the exception of counting and chemical yielding parameters, only parameters having a relative uncertainty (1) greater than 1(2% need to be considered in the CSU calculation process. 

5.6.2
Audit information

The following records should be available for review by the auditor for the verification at a post-award on-site or desk audit:

· detailed radiochemical and/or radiometric procedures;

· documentation of procedure validation;

· equations used to calculate the analytical result, CSU, MDC, and critical or decision level for each radiochemical or radiometric technique;

· documentation relative to expected range and boundary values for various parameters used in the quantification process and the calculation of the CSU and a priori MDC;

· contract specifications for acceptable and/or boundary conditions for the parameters used in the quantification process and the calculation of the CSU and a priori MDC;

· analytical worksheets or laboratory books (hard copy or electronic) that document the following:

–
values and their associated uncertainties of the parameters used in the equations to calculate the result, CSU, and critical level (i.e., chemical yields, efficiency of detection, nuclear emission branching abundances, quench factors, etc.);

–
unreduced counting data (e.g., instrument ID, counting date, counting interval, background count rate, ingrowth and decay factors) relative to the final sample product (gross count rate and/or spectra), counting instrument, instrument backgrounds and appropriate blanks, radiotracers, quench factors, identified interferences, final matrix volume/weight for counting, etc.; 

–
relevant dates and time for collection dates, sample receipt date, ingrowth and decay factors, and counting dates, etc.; 

–
verification of accurate transfer of information from analytical database to reporting system.
5.6.3
Compliance verification

The following steps should be taken during compliance verification:

l) Perform “spot” checks (a percentage defined by the validation plan) to evaluate 

1) The occurance of transcrition errors (checks will be increased accordingly);
2) The consistency between hard copy and electronic data submissions;

3) The quantification calculations by hand calculations when possible;

m) Verify (electronically, if possible) that all parametric data relative to the quantification process have been received, inclusive of the minimum deliverables;

n) Review the raw data to ensure that

1) Procedures and formulas are consistent with those required in the SOW or validated in the pre- or postcontract award audit; 

2) Correct dates and time intervals are used in the equations for radioactive decay and ingrowth.

5.6.4
Validation

The following steps should be completed during validation:

o) Evaluate the parametric values (e.g., baselines for spectra, quench factors, absorption factors for precipitates, or batch correction factors) used in the equations to calculate the result and CSU. Errors in parameter values would not be found during the verification process even if the correct equations were used but the parametric values were incorrect. In such cases establishing boundary values for the parameters of a given equation applicable to a given technique might be helpful in avoiding inappropriate values for some parameters. Qualify the data as a result of a parametric outlier as estimated (J) or rejected (R), depending on the magnitude of the bias introduced compared to the established MQOs;

p) Review raw data to find spectral resolution problems resulting in interfering or overlapping peaks. Qualify the data as a result of an error as estimated (J) or rejected (R), depending on the magnitude of the bias introduced compared to the established MQOs;

q) If it is found that the analyte concentration and CSU were not properly calculated, then qualify the data as estimated (J) or rejected (R), depending on the magnitude of the bias introduced compared to the established MQOs;

r) Test for excessive uncertainty. If supporting sample data parameters are not available to verify through an independent calculation of the reported result and CSU, then apply the following test to determine excess reported uncertainty for concentrations greater than ten times the MDC:
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where:


Rs is the sample result in the same unit as CSU.

If the above equation is true, then there is excessive uncertainty in the measurement and further review is required. An estimated (J) qualifier may be assigned to the sample data;

s) Review for outliers. The data results and supporting parametric values should be reviewed for outliers. Trending of the data against expected or historical ranges of values is normally performed during the data quality assessment phase; however, the data validator might notice outliers that need to be investigated more thoroughly during validation by enhanced review of the raw data;

t) Test for biased negative results. Evaluate negative results against the reported 2( CSU to determine if there is a negative bias resulting from improper background subtraction. If the net negative result is more negative than the 2( CSU, then qualify the data as estimated (J) or rejected (R), depending on the magnitude of the uncertainty introduced compared to the established MQOs.

5.7
Detectability

5.7.1
Purpose

An analyte will be considered as positively detected if the result is above the sample-specific decision level. The a posteriori decision level or critical value, Lc, is assumed to be set at a 95% probability for this standard and the equations shown below. However, other confidence levels may be dictated by the MQOs. The decision level, to be calculated for each measurement result, determines the minimum activity or concentration result that can be considered as statistically different from blank results; therefore, the Lc is the level the blank results will not exceed more than 5% (or other specified probablility) of the time. Information and guidance on the calculational methods used to estimate the MDC and Lc are available from several sources (Currie, ANSI N42.23).

5.7.2 Audit

If Lcs are calculated by the laboratory, the formula and data used for their derivation will be reviewed during the audit or desk audit.

5.7.3
Compliance verification

For sample results close to or less than the Lc, the Lc can be estimated by the following equation:
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where:


Lc is the decision level (dpm/unit);


CSUR is the combined standard uncertainty of the result, R (dpm/unit).

Even though the CSU will be larger for sample results greater than the Lc, this equation can always be used for the positive detection decision. Using this equation actually evaluates the 95% probability that the true result is greater than zero.
When the detector background or appropriate blank information is available, the critical level may be estimated by the following equation:
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where:


Lc is the decision level (dpm/unit);


SB is the standard deviation of a set of appropriate blank net count rates after background subtraction for blanks counted for the same length of time as the sample;


RB is the average blank count rate;


t is the student t factor for appropriate degree of freedom;


E is the fractional detector efficiency (c/d) for the sample;


R is the fractional chemical yield for the sample;


IDF is the ingrowth or decay factor for the sample;


W is the weight or volume of sample.

5.7.4
Validation

The Lc determines the level of the analyte concentration in a sample or blank that would be considered statistically different from background with a 5% probability of false detection, k( = 1.65. If the analyte concentration is found to be greater than the Lc, then the analyte in the sample is considered to be statistically greater than background or blanks (i.e., a detected analyte). Otherwise an undetected (U) qualifier should be applied to the data result. 

5.8
Sample aliquot representativeness

5.8.1
Purpose

In most cases a sample that arrives at the laboratory cannot be analyzed in its entirety. Usually only a small subsample is taken for analysis, and the analyte concentration of the subsample is assumed to be approximately equal to that of the sample itself. Obviously a subsample cannot be perfectly representative of a heterogeneous sample. Improper subsampling can introduce a significant uncertainty into the analytical process. Even when done properly, subsampling increases the uncertainty of the measured result and should be incorporated into the measurement uncertainty. There are simple methods for controlling the uncertainty, but estimating the uncertainty is less straightforward.

In principle, particulate sampling theory applies to materials of any type because even gases and liquids are composed of particles (molecules); however, sampling large numbers of randomly distributed molecules in a fluid presents few statistical difficulties, so the theory is more often applied to particulate solids.

Results derived from particulate sampling theory provide sampling protocols that help to control sampling errors, including sampling bias, fundamental error, and grouping and segregation errors. Some of the important conclusions are the following:

· Correct sampling requires proper tools and procedures;

· For most practical purposes, a sample is guaranteed to be unbiased only if all particles in the lot have the same probability of selection;

· The sample mass should be many times greater than the heaviest particle in the lot, and clumping of particles should be minimized;

· The fundamental variance, which is considered to be the minimum achievable sampling variance, may be reduced by increasing the size of the sample or reducing the particle sizes before sampling;

· Grouping and segregation of particles, which occur because of the particles’ differing physical characteristics and the influence of gravity, tend to increase the sampling variance; 

· Grouping and segregation errors can be reduced by increment sampling or by splitting. The more increments, the better;

· Small quantities of particulate material can be homogenized effectively in the laboratory using mechanical mixers that rotate and tumble a closed container, but the effects of mixing tend to be short-lived;

· Estimation of the fundamental variance requires either knowledge or assumptions about the characteristics of the material being analyzed. Quantitative estimates may be crude.
)
5.8.2
Audit information

During the pre-award audit, the subsampling procedures should be reviewed to determine their adequacy with respect the MQOs and APS. The auditor shall review the methods of homogenization and the subsample sizes. These established parameters should be included in the SOW and provided to the verifier for compliance verification. 

5.8.3
Compliance verification

Based on review of the data package and case narrative, it should be verified that the required homogenization techniques were performed and that the required aliquot sizes were used.

5.8.4
Validation

Results from different but comparable analytical techniques from different subsample aliquots of the same sample should be compared for consistency. If the results do not agree within the reported uncertainty of the measurement (see section 6.3), improper subsampling should be suspected. If this is the case or if the laboratory did not follow the required homogenization techniques or use the required aliquot sizes, then qualify the affected results as estimated (J) or rejected (R), depending on the magnitude of the uncertainty introduced compared to the established MQOs.

6
Batch control parameters

6.1
Laboratory control sample analysis

6.1.1
Purpose

LCSs are used to assess the bias and precision of the analytical process independent of field samples. LCSs may include QC standards or samples obtained from external organizations as well as those prepared internally. 

It is expected that the DQO process will develop bias and precision objectives (or overall measurement uncertainty) to be met at a certain concentration level (e.g., the action level); therefore, the LCSs should be prepared in the same or similar matrix material as the samples and near the concentration level specified by the bias and precision (or overall measurement uncertainty) MQO. 

A single LCS result does not provide enough information to determine either bias or precision individually. The difference between the result and the known value of the LCS is reflective of both bias and precision; therefore, for individual LCS results, this difference should be compared to either the bias or precision MQO, whichever is least restrictive (i.e., the QC limits for a single LCS result should be set equal to the larger of the bias and precision MQOs) or to the overall measurement uncertainty MQO. 

Requirements on the frequency, number, and limits for LCS samples are established in project documents from the DQO process and will be assessed through the data verification process. The individual sample results will then be qualified appropriately during the validation. 

All LCS results shall be reported as a percentage difference of the known value and should be plotted on a QC chart according to sample type and analyte. The overall bias and precision can be determined for a project during the DQA phase based on a number of LCS results.

6.1.2
Audit information

The algorithm used to calculate the LCS percent difference (LCS %D) shall be checked during the pre-award and other laboratory audits. Desk audits should be made on 10% of the LCSs based on review of the raw data (e.g., counter printout, strip charts, bench sheets) to verify recoveries are calculated correctly using the following equation:
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where:


LCSM is the measured concentration (in pCi/L for aqueous, pCi/kg for solid) of each analyte in the analysis of LCS solution;


LCSE is the expected concentration (in pCi/L for aqueous, pCi/kg for solid) of each analyte in the LCS source.
)
6.1.3
Compliance verification

Compliance verification should consist of the following steps:

a)
The results for each batch or group should be reviewed to ensure that the required number or frequency of LCSs was included with the sample batch or group. If the required number or frequency of LCSs was not performed or included with the data, then this fact should be noted in the verification report.

b)
The results of the LCS should be reviewed to determine if the percent difference was within the QC acceptance limits. If the percent difference was not within the QC acceptance limits, then this fact should be noted in the verification report.

6.1.4
Validation

Validation should consist of the following steps:

a)
The verified data package should be obtained and reviewed;

b)
If LCSs were not performed at the frequency specified in the MQOs, then qualify the data for the affected samples as estimated (J);

c)
If the percent difference for the LCSs was not within the QC acceptance limits as established in the MQOs, then qualify the data for all samples analyzed with the LCS as estimated (J).

6.2
Matrix spike analysis

6.2.1
Purpose

Matrix spikes are used to assess the bias and precision of the analytical process in the matrix of a spiked sample. The matrix spike sample (MSS) analysis provides information about the effect of each sample matrix on the digestion and measurement methodology. MSSs are required when sample-specific chemical yield mechanisms are not available and the samples undergo a chemical process. Matrix spikes may not be required when sample-specific chemical yield methods are used.

It is expected that the DQO process will develop bias and precision (or overall measurement uncertainty) MQOs to be met at a certain concentration level (e.g., the action level); therefore, the MSSs should be prepared near the concentration level specified by the bias and precision (or overall measurement uncertainty) MQO statements and in the same or similar matrix material as the samples. 

A single MSS result does not provide enough information to determine either bias or precision individually. The difference between the result and the known value of the MSS is reflective of both bias and precision; therefore, for individual MSS results, this difference should be compared to either the bias or precision MQOs, whichever is least restrictive (i.e., the QC limits for a single MSS result should be set equal to the larger of the bias and precision MQOs) or overall measurement uncertainty MQO. 

Requirements on frequency, number, and limits for MSS samples are established in project documents from the DQO process and will be assessed through the data verification process. The individual sample results will then be qualified appropriately during the validation. 

All MSS results shall be reported as a percentage difference of the known value and should be plotted on a QC chart according to sample type and analyte. The overall bias and precision can be determined for a project during the DQA phase based on a number of MSS results.

6.2.2
Audit information

The algorithm used to calculate the MSS percent difference (MSS %D) shall be checked during the pre-award and other laboratory audits. Desk audits should be made on 10% of the MSSs based on review of the raw data (e.g., counter printout, strip charts, bench sheets) to verify recoveries are calculated correctly using the following equation:
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where:


SSR is the spiked sample result;


SR is the sample result;


SA is the spike added.
)
6.2.3
Compliance verification

Compliance verification should consist of the following steps:

u) The results for each batch or group should be reviewed to ensure that the required number or frequency of MSSs was included with the sample batch or group. If the required number or frequency of MSSs was not performed or included with the data, then this fact should be noted in the verification report.

v) The results of the MSS should be reviewed to determine if the percent difference was within the QC acceptance limits. If the results were not within the QC acceptance limits, then this fact should be noted in the verification report.

6.2.4
Validation

Validation should consist of the following steps:

w) The verified data package should be obtained and reviewed;

x) If MSSs were not performed at the frequency specified in the MQOs, then qualify the data for the affected samples as estimated (J);

y) If the percent difference for the MSSs were not within the QC acceptance limits as established in the MQOs, then qualify the data for samples analyzed with the MSS as estimated (J).

6.3
Duplicate and matrix spike duplicate sample analysis

6.3.1
Purpose

Duplicates are used to evaluate laboratory precision for each sample matrix. Laboratory duplicates provide a measure of the variability of the analytical process and can provide information on possible problems or inconsistencies associated with the analysis. Field duplicates provide a measure of both the variability of the analytical process and the variability in field sampling. Field duplicate results are useful in determining the total variance of the sampling and analysis process

It is expected that the DQO process will develop the precision (or overall measurement uncertainty) MQO. Precision objectives should be established for both laboratory analytical precision (MQO) and overall precision (DQO). The precision MQO will be used as the control limit for laboratory duplicate samples, and the precision DQO will be used as the control limit for the field duplicate.

When the relative percent difference (RPD) fails to meet the MQO and/or DQO, it might be due to the measurement uncertainty being large because the results are close to the detection limit; therefore, a separate test is made to see if the duplicate results are in agreement considering the measurement uncertainty using a duplicate error ratio (DER) calculation. If it is, then the data will not be qualified.

Because the DER does not test against the MQO requirement, the project may require matrix spike duplicate (MSD) samples to be analyzed when it is expected that analyte concentrations will be low. MSD results are evaluated in the same way as duplicate sample results. 

Requirements on frequency, number, and limits for duplicate and MSD samples are established in project documents from the DQO process and will be assessed through the data verification process. The individual sample results will then be qualified appropriately during the validation. 

6.3.2
Audit information

The algorithms used to evaluate the duplicate shall be checked during the pre-award and other laboratory audits. Desk audits should be made on 10% of the duplicate results based on review of the raw data (e.g., counter printout, strip charts, bench sheets) to verify the duplicate parameter values are calculated correctly using the following equations:
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where:


S is the first sample value (original);


D is the second sample value (duplicate);


CSUS is the first sample CSU (1();


CSUD is the second sample CSU (1().

6.3.3
Compliance verification

Compliance verification should consist of the following steps:

a)
Each batch or group of samples should be reviewed to ensure that the number of laboratory duplicates specified in the project plan were included. Any deviations from the analytical method for the required number of laboratory duplicates should be noted in the verification report.

b)
It should be verified that the RPD is within the precision MQO as specified in the planning documents. If the RPD is not within the required precision, then it should be verified that the DER is within limits set by the DQO process. A limit of 2 for DER provides a 5% false conclusion rate (falsely concluding that samples are from two separate populations when they are from the same population) and a limit of 2.58 provides a 1% false conclusion rates. If the precision between laboratory duplicates was not within the QC acceptance limits for both the RPD and DER, then this fact should be noted in the verification report.

6.3.4
Validation

Validation should consist of the following steps:

a)
The verified data package should be obtained and reviewed;

b)
If laboratory duplicates were not performed at the frequency specified in the DQOs and or MQOs, then qualify the data for the affected samples as estimated (J);

b)
If the precision for the laboratory duplicates did not meet the QC acceptance limits established in the DQOs and/or MQOs or the DER objectives, then qualify the data for all samples analyzed as estimated (J).

6.4
Batch method blank analysis

6.4.1
Purpose

Blanks are used in two different ways, depending on the method. Matrix-appropriate or reagent blanks are subtracted from the gross results to account for contributions from the total analytical measurement process. Batch method blank analysis results are assessed to evaluate the existence and magnitude of possible contamination problems. The criteria for evaluation of blanks apply to any blank associated with the samples. Requirements on frequency are established during the DQO process, documented in the APS, and assessed through the data verification process. The individual sample results will then be qualified appropriately during the validation.

When instrument backgrounds and/or average matrix-appropriate or reagent blanks are subtracted from the samples and the batch method blank to determine net counts, the resulting net batch method blank result should be less than 1.65 times its CSU; therefore, contamination is suspected when the net blank result is larger than 1.65 times its CSU. 

When the batch method blank is subtracted from the samples to determine net counts (such as is often the case with liquid scintillation counting), the batch method blank result shall be recorded and should be plotted on a QC chart. Acceptable tolerances should be established during the DQO process and documented in the APS. Warning limits of ± 2 standard deviations and control limits of ± 3 standard deviations are recommended.

6.4.2
Compliance verification

Compliance verification should consist of the following steps:

a)
Each batch or group of samples should be reviewed to ensure that the required number of batch method blanks were included. Any deviations from the analytical method for the required number of batch method blanks should be noted in the verification report.

b)
It should be verified that the results were accurately determined. It should also be verified that the net batch method blank result is less than 1.65 times its CSU and/or within the control limits. If contaminants or analytes of interest were detected in the batch method blank at levels higher than 1.65 times its CSU or if the batch method blank result was outside control limits, then this fact should be noted in the verification report.

6.4.3
Validation

Validation should consist of the following steps:

a)
The verified data package should be obtained and reviewed;

b)
If batch method blanks were not performed at the frequency specified in the DQOs, then qualify the data for the affected samples as estimated (J);

c)
If the net batch method blank result was not less than 1.65 times its CSU or was outside control limits, then qualify the results for all associated samples that are less than 10 times the net batch method blank value as estimated (J). In addition, if this is true, then qualify the results for all associated samples that are less than the sum of the net batch method blank and the batch method blank’s 1.65 CSU result as undetected (U).

7
Instrument parameters

7.1
Counting efficiency calibration

7.1.1
Purpose 

Compliance requirements for satisfactory instrument counting efficiency calibration are established to ensure that the instrument is capable of producing acceptable quantitative data. The calibration demonstrates that the instrument is capable of acceptable performance at the beginning of the calibration period and establishes efficiency calibration factors used in calculations. Routine efficiency performance checks document that the efficiency calibration factors are still valid. 

Counting systems shall be efficiency calibrated for each detector and counting geometry prior to any sample analysis and when the daily performance check indicates an unacceptable change in system efficiency. Efficiency performance checks shall be analyzed prior to the counting of samples each day that samples are counted. An efficiency calibration is not required when comparative measurement (i.e., standards analyzed with the batch of samples) or internal standardization (e.g., isotopic tracer or standard addition) methods are used; however, efficiency performance checks shall still be performed to monitor variability in system performance. Calibration standard sources should contain sufficient activity and/or be counted long enough to obtain a relative counting uncertainty (1) of less than or equal to 1%. Performance check sources should contain sufficient activity and/or be counted long enough to obtain a relative counting uncertainty (1) of less than or equal to 1/5 of the precision or overall measurement uncertainty MQO (established by the DQOs).
7.1.2
Audit information

Adequate instrument efficiency calibration shall be evaluated through either laboratory or data audits. Review of calibration and performance check procedures shall be performed to verify that they are sufficient to meet SOW or MQO project requirements. Efficiency calibration records required to be available for review at the audit include

· date of efficiency calibration and date that the new calibration factors were effective (for calculation);

· standard preparation log for the counting geometry standard with traceability to a certified reference material or standard;

· certificate for certified reference material or standard;

· counting time for the standard;

· raw count results for the standard; 

· calculations showing derivation of the counting efficiency factor or statistical curve fit.

All standard preparation and efficiency-factor calculations shall be checked during the audit to verify that proper decay, ingrowth, and background corrections have been applied and that there are no errors in the calculation algorithm or math. When multiple radionuclides are used to produce an efficiency (versus energy or quench) curve, a review of how well the data fit the curve shall be performed. Inaccuracies in calculations or uncertainties from counting statistics and fitting shall be evaluated relative to the MQOs for accuracy to determine when corrective actions and/or data qualification should be performed.

7.1.3
Compliance verification

Efficiency performance check data are reviewed and evaluated during the verification process. The minimum deliverables required to complete verification are as follows:

· date of efficiency calibration and date that the new calibration factors were effective (for calculation);

· identification of daily (i.e., each day the system is used) calibration performance check source and mean count-rate value established at the time of calibration for each detector used (using at least ten results performed as close to the time of calibration as possible);

· date and time of counting of each sample;

· geometry and detector on which each sample was counted;

· count-rate results of daily efficiency calibration performance check source obtained on the corresponding detector immediately before and after the counting of the samples reported in the data package.

The daily efficiency calibration performance check results may be reported by plotting on a tolerance chart. Acceptable tolerances shall be established based on system performance and analytical MQOs. In any case the limits shall be related to the mean count-rate value established at the time of calibration for each detector.

The verification shall consist of the following steps at a minimum:

a)
Verify the instrument’s most recent efficiency calibration was performed at the required frequency as stated in the SOW or QAPP;

b)
Observe the QC daily efficiency performance check count-rate results and/or efficiency tolerance charts and verify that either all data are within properly established tolerance limits or that recalibration was performed whenever the limits were exceeded after a determination of cause was made; 

c)
Evaluate the check source counting statistics to verify that the counting uncertainty (1) was less than or equal to 1/5 of the MQO;

d)
Verify that efficiency performance checks are analyzed prior to the counting of samples each day that samples are counted.

7.1.4
Validation

The validation shall consist of the following steps at a minimum:

a)
Review the calibration audit report, verification report, and the raw data package;

b)
If the specified efficiency calibration and/or verification frequency is not followed, the efficiency or quench curves are not smooth, or the QC performance check results fall outside the appropriate tolerance limits, then qualify the results for all samples analyzed between acceptable calibration verifications as estimated (J) or rejected (R), depending on the magnitude of the error based on the established MQOs.

c)
When significant errors are found in the calculation, then qualify all affected results as either estimated (J) or rejected (R), depending on the magnitude of the error based on the established MQOs.

7.2
Energy calibration

7.2.1
Purpose

Compliance requirements for satisfactory instrument energy calibration are established to ensure that the instrument is capable of producing acceptable qualitative data. Calibration demonstrates that the instrument is capable of acceptable performance at the beginning of the calibration period and establishes energy calibration factors used in radionuclide identification. Routine energy calibration performance checks document that the energy calibration factors are still valid. 

Alpha, beta, and gamma spectrometry systems shall be energy calibrated for each detector prior to any sample analysis and when the daily performance check indicates an unacceptable change in system energy gain or offset. In addition, proportional counters shall have the cross-talk and plateau settings determined after gas changes prior to use. Energy calibration performance checks shall be analyzed prior to the counting of samples each day that samples are counted. 

7.2.2
Audit information

Adequate instrument energy calibration shall be evaluated through either laboratory or data audits. Energy calibration records required to be available for review at the audit include

· date of energy calibration and date that the new calibration factors were effective;

· certificate for calibration standard;

· peak centroid for all peaks used for calibration;

· procedure and calculations showing derivation of the energy calibration gain and offset factors or other curve fit parameters;

· voltage, gain, and cross-talk calibration data, depending on specific instruments;

· discriminator or region of interest setting determinations;

· energy resolution (full width at half maximum [FWHM]) calibration data for spectroscopy systems.

All energy calibration factor calculations shall be checked during the audit to verify that there are no errors in the calculation algorithm or math. A review of how well the data fit the curve shall be performed. Inaccuracies in calculations or uncertainties from fitting shall be evaluated relative to the MQO for accuracy to determine when corrective actions and/or data qualification should be performed.

7.2.3
Compliance verification

Energy calibration performance check data are reviewed and evaluated during the verification process. The minimum deliverables required to complete verification are as follows:

· date of energy calibration and date that the new calibration factors were effective;

· identification of radionuclides in daily calibration performance check source;

· date and time of counting of each sample;

· detector on which each sample was counted;

· peak centroid or calculated energy for each peak of daily energy calibration performance check source obtained on the corresponding detector immediately before and after the counting of the samples reported in the data package.

The daily energy calibration performance check results may be reported by plotting on a tolerance chart. Acceptable tolerances shall be established based on system performance and MQOs.
) In any case the limits shall be less than the energy tolerance used for peak identification for the samples.

The verification shall consist of the following steps at a minimum:

a)
Verify the instrument’s most recent energy calibration was performed at the required frequency as stated in the SOW or QAPP;

b)
Observe the QC daily peak centroid or calculated energy for each peak of the performance check source or tolerance charts and verify that either all data are within properly established tolerance limits or that recalibration was performed whenever the limits were exceeded after a determination of cause was made;

c)
Verify that energy calibration performance checks are analyzed prior to the counting of samples each day that samples are counted.

7.2.4
Validation

The validation shall consist of the following steps at a minimum:

a)
Review the calibration audit report, verification report, and the raw data package;

b)
If the specified energy calibration and/or verification frequency is not followed, the energy calibration curves are not smooth, or the QC performance check results fall outside the appropriate tolerance limits, then qualify the results for all samples analyzed between acceptable calibration verifications as rejected (R) if the error is great enough to cause misidentification of the radionuclide (outside the peak identification energy tolerance limit);

c)
When significant errors are found in the calculation, then qualify all affected results as either estimate (J) or rejected (R), depending on the magnitude of the error based on the established MQOs.

7.3
Background determination

7.3.1
Purpose

Compliance requirements for satisfactory instrument background determination are established to ensure that appropriate instrument backgrounds are subtracted from gross counting results. Background determination demonstrates that the instrument is capable of acceptable performance at the beginning of the determination period and establishes background count-rate factors used in calculations. Routine background performance checks document that the background count-rate factors are still valid. 

The counting system background count rate shall be determined for each detector prior to initial sample analysis and when the performance check indicates an unacceptable change in detector background count rate. Background performance check frequencies should be specified in the QAPP, SOW, or other planning documents. ANSI N42.23 recommends appropriate frequencies for many systems. A background count-rate determination might not be necessary when matrix or batch blanks are used for background subtraction rather than instrument background; however, background performance checks shall still be performed to monitor for contamination and variability in system performance. Background count-rate factors should be established by counting the background for at least ten times the normal sample count time, if possible  and within reason, to determine a reasonable average background count rate. Background performance checks should be counted for at least the normal sample count time. Background determinations and subtractions should be detector specific.

7.3.2
Audit information

Adequate instrument background determination is evaluated through either laboratory or desk audits. Background determination records required to be available for review at the audit include

· date of background determination and date that the new factors were effective (for calculation);

· counting time for the background determination;

· raw background count results; 

· calculations showing derivation of the background count-rate factor.

All background count-rate factor calculations shall be reviewed during the audit to verify that there are no errors in the calculation algorithm or math. When multiple background factors are used to produce a background (versus quench) curve, a review of how well the data fit the curve shall be performed. When background factors are determined for specific radionuclides in spectrometry measurements, a review that the appropriate energy range has been selected shall be performed. Inaccuracies in calculations or uncertainties from counting statistics and fitting shall be evaluated relative to the MQOs for accuracy to determine when corrective actions and/or data qualification should be performed.

7.3.3
Compliance verification

Background performance check data are reviewed and evaluated during the verification process. The minimum deliverables required to complete verification are as follows:

· date of background determination and date that the new factors were effective (for calculation);

· date and time of counting of each sample;

· geometry and detector on which each sample was counted;

· count-rate results of background performance check obtained on the corresponding detector immediately before and after the counting of the samples reported in the data package.

Background performance check results may be reported by plotting on a tolerance chart. Acceptable tolerances shall be established based on system performance and analytical MQOs. In any case the limits shall be related to the mean background count-rate value established at the time of background determination for each detector.

The verification procedure shall consist of the following steps at a minimum:

a)
Verify that the instrument background was determined each time there is a significant instrument operational change (e.g., installation, maintenance, components or location change, etc.) and at the required frequency as stated in the SOW or QAPP.

b)
Verify that the background performance check count-rate results are within properly established tolerance limits. 

c)
Evaluate whether the background performance check counting time was at least as long as the sample counting time.

d)
Verify that background performance checks were determined at the required frequency as stated in the SOW or QAPP.

7.3.4
Validation

The validation shall consist of the following steps at a minimum:

a)
Review the calibration audit report, verification report, and the raw data package.

b)
If the specified background determination and/or verification frequency is not followed, the quench curves do not reasonably fit the data, or the QC performance check results fall outside the appropriate tolerance limits, qualify the results for all samples analyzed between acceptable verifications as estimated (J) or rejected (R) depending on the magnitude of the error based on the established DQOs.

c)
When significant errors are found in the calculation, then qualify all affected results as either estimated (J) or rejected (R), depending on the magnitude of the error based on the established DQOs.

8
Personnel qualifications

8.1 
Purpose

The personnel performing data validation should meet the minimum requirements set forth in the SOW for personnel performing the analyses. Someone cannot be expected to properly interpret and validate data if he or she does not possess even the minimal skills expected of the individuals producing the data.

8.2
Verifier

The data verifier should meet the following minimum qualifications:

z) a high school diploma or AA degree;

aa) 2 years radiochemical laboratory experience that includes chemical separations, nuclear instrumentation, and record keeping;

ab) familiarity with radiochemical, nuclear instrumentation, and QC procedures.

8.3
Validator

The data validator should meet the following minimum qualifications:

ac) BS or BA degree in chemistry or related physical sciences or engineering disciplines;

ad) 3 years radiochemical laboratory experiences including sample preparation, radiochemical procedures, and measurement instrumentation;
ae) 2 years of experience in data interpretation and review;

af) familiarity with the DQO process and statistical concepts, inferences, interpretation, and tests in the area being validated.

8.4
Auditor

The auditor should meet the following minimum qualifications:

ag) BS or BA degree in chemistry or related physical sciences or engineering disciplines (years of related experience may substitute for academic training);

ah) 4 years radiochemical laboratory experience including sample preparation, radiochemical procedures, and measurement instrumentation;
ai) 3 years of experience in data interpretation and review;

aj) completion of internal or external auditor training;

ak) familiarity with the DQO process and statistical concepts, inferences, interpretation, and tests.

ANNEX A

(Informative)

RECOMMENDED VALIDATION REPORT CONTENTS

Below is a recommended outline for validation reports.

I.
Introduction


A.
Report coversheet

1.
Report title and identification

2.
Client name, address, and project identification
3.
Name and address of data validator
4.
Signature of data validator

5.
Report date

6.
Distribution

7.
Revision number (if applicable)

B.
Project scope/description
1.
Project name

2.
Sample description

3.
Laboratory name and location

4.
Laboratory report identification

5.
Sample identifications
6.
Sample matrix

7.
Parameters/analysis

8.
Preparation and analysis methods

9.
Level of review

10.
Project measurement quality objectives

11.
Parameter limits

II.
Body of report

A.
Narrative summarizing any major nonconformance or deficiencies and their impact on the sample data


B.
Detailed review of each category evaluated indicating whether the frequency requirements were met and whether the results obtained were acceptable; description of any nonconformance or deficiencies identified and qualification of the affected data accordingly; definitions for the qualifiers used


Sample-Specific Parameters

1.
Sample preservation (5.1)


2.
Holding times (5.2)


3.
Sample-specific chemical yield (5.3)


4.
Required detection level (5.4)


5.
Nuclide identification (5.5)


6.
Quantification and combined standard uncertainty propagation (5.6)


7. 
Detectability (5.7)


8.
Sample aliquot representativeness (5.8)


Batch Control Parameters


1.
Laboratory control standard analysis (6.1)


2.
Matrix spike analysis (6.2)


3.
Laboratory duplicate and matrix spike duplicate sample analysis (6.3)


4.
Method blank and background analysis (6.4)

Instrument Parameters

1.
Counting efficiency calibration (7.1)

2.
Energy calibration (7.2)

3.
Background determination (7.3)


C.
Summary tables with qualification of any samples and the affected analytes including explanation for qualification or reference to the applicable quality control criterion that was not met

D.
Copy of data validation worksheets
ANNEX B

(Informative)

EXPLANATION OF EQUATIONS FOR VERIFYING COMPLIANCE TO 
REQUIRED SAMPLE-SPECIFIC DETECTION LEVEL

This annex provides the basis and rationale for the equation used in section 5.4 of the main text to test whether a laboratory has met the required sample-specific a priori minimum detectable concentration (MDC) for an analyte. It should be noted that the application of a sample-specific MDC is in conflict with the intended a priori concept and does not incorporate the variability of the typical sample measurement parameters (e.g., chemical yield, detector response, etc.) as well as the possible variability in the detector/blank sample background count distribution used to estimate the MDC value.* The calculation of a sample-specific MDC value uses the actual sample-specific parameters, rather than the mean parameter values, and the standard deviation of the sample-specific background counts (e.g., gamma spectrometry) or a background count distribution (e.g., gas proportional counting). For a given sample that has an analyte concentration at the MDC level, however, the major portion of the total measurement uncertainty will typically be from the Poisson counting uncertainty; therefore, as will be shown below, the variability of the parameters might not significantly contribute to the magnitude of the MDC value. Certain project mangers have issued laboratory service contracts that have specified “required” analyte MDC values and have required a laboratory to calculate and report a sample-specific analyte MDC. This section will provide a method that uses the combined standard uncertainty (CSU) value reported by the laboratory to estimate the sample-specific MDC. 

The original concept of the a priori lower limit of detection (LLD) proposed by L. Currie1 dealt with determining the minimum signal (from an analyte) that could be detected above the instrument’s background level with some level of confidence or degree of probability. The simple model was a signal-to-noise concept that dealt with the standard deviation of the instrument’s background distribution and the standard deviation of the instrument’s response when analyzing samples containing the analyte at the LLD level. Originally, for the simple model, no consideration was given to the uncertainty of the parameters used to convert the detector response in counts or count rate to a minimum detectable activity (MDA) or MDC value expressed in activity or activity concentration units. Currie2, Brodsky3, and ANSI4 have expanded the original MDC concepts to address the variability in various parameters associated with the measurement process. The a priori LLD concept was a before-the-measurement estimate and incorporated Type I and Type II error probabilities based on a Gaussian background distribution (mean and standard deviation) that could be determined before the sample measurement process. In the development of the LLD concept, a simplification was made that equated the standard deviation of the LLD population distribution to the standard deviation of the net background distribution.

As developed the LLD value could be determined based on the paired observations of a sample and background pair or on a well-known (or characterized) background distribution; however, it is recommended that laboratories not use the standard deviation of a long background count as the standard deviation of a well-characterized background distribution without verification. Theoretically for a background having more than 60 counts, an MDC value for a paired observation background distribution is approximately 40% greater than an MDC value calculated for a well-characterized background distribution. 

For the discussion in this annex, the basic concepts for the LLD apply to the MDC, and as such, the more familiar MDC terminology for sample analysis will be used. Certain assumptions will be presented that facilitate the development of the relationship between the MDC and CSU of the analytical measurement.

A laboratory will typically provide analytical data results that include the analyte concentration value, associated CSU of the analyte concentration, and calculated MDC value for the specific sample. The CSU (see section 5.4 and reference 5) combines, in quadrature, the uncertainties and/or standard deviations of the parameters used to calculate the analytical value. The CSU of a single analytical result, (XConc, for an uncomplicated radioanalytical process would have the following form:
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where:


Xconc is the concentration of analyte;


(Xconc is the CSU of the analyte concentration; 


E is the fractional detector efficiency (c/d);


R is the fractional chemical yield;


M is the sample mass;


DC is the decay correction factor;


K is the unit conversion factor.

To simplify the conceptual ideas, the variances of the efficiency, chemical yield, sample mass, and decay constant correction factor parameters will be combined in quadrature and defined as (2Other .
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Therefore,

In the development of the testing equation of section 5.4, several assumptions have been made relative to the measurement process. These assumptions include the following:

· At or below the MDC analyte level, the magnitude of the CSU is principally due to the uncertainty or standard deviation of the net background count-rate distribution (i.e., the magnitude of the uncertainty or standard deviation of the net background count-rate distribution is greater than the magnitude of the combined uncertainties [combined in quadrature] of all “other “major parameters used to calculate the analytical result) (see figure B.1);

· When known beforehand by the laboratory, uncertainties related to measurement interference corrections have been incorporated into the CSU and MDC calculations;

· The Type I and Type II error probabilities have been set to 5%.

The basic a priori LLD equation for paired observations is as follows:


LLD = 2.71 / T + 3.29 ( (net
(1)
And when the 2.71 / T << 3.29 ( (net, then


LLD = 3.29 ( (net
(2)

and


MDC = LLD / (E ( R ( M ( DC ( k) 
(3)

where:

T is the sample (as well as the background) counting time; 

(net is the standard deviation of the net count rate of the net background distribution for paired observations;

the other terms are as described above. 

Based on the assumption of equation 2, it should be noted that when the analyte sample concentration is at the MDC level, the expected relative standard deviation of the net count rate or net blank sample distribution is approximately 1/3.29 or approximately 30%. Note that only the standard deviation of the net background distribution is considered. As discussed previously concerning the original derivation of the LLD, a simplification was made that equated the standard deviation of the LLD (or MDC) distribution to the standard deviation of the net background distribution; therefore, when the analyte concentration is near the a priori MDC value, the net Poisson counting uncertainty (background subtracted) will approximate the (net stated above. 

Figure B.1 was developed to illustrate the relationship between the Poisson (net) counting uncertainty to the CSU of all parameters. The important point of the graph is at the 30% net Poisson uncertainty value, the expected relative measurement uncertainty at the MDC level of analyte. The graph illustrates that at the MDC value, the majority of the CSU may be from the Poisson counting uncertainty, depending on the magnitude of the variability in the other measurement parameters. At the MDC level, the Poisson counting uncertainty accounts for more than 95% and 88% of the relative CSU when the “other” relative combined (in quadrature) uncertainty components equate to 10% and 15%, respectively. Even when the “other” relative combined uncertainty equals 25%, the Poisson counting uncertainty accounts for more than 76% of the relative CSU. For a typical analytical process, the uncertainties in the other parameters are nominally between 1 and 7%, with a relative CSU for these other parameters typically less than 10%. For some samples and analytical methods, however, spectral interferences can be large depending on the magnitude of the interfering radionuclide/analyte concentration ratio.

When the analyte concentration is less than the MDC level, the relative Poisson counting uncertainty will be greater than 30%. By definition (Currie), at the critical level of detection (the analyte level considered different than background at the 5% false detection probability level), the Poisson counting uncertainty will be approximately 60%; however, the magnitude of the absolute value of the Poisson counting uncertainty at the critical level will be less than the absolute value of the Poisson counting uncertainty at the MDC level.

The prior discussion emphasizes that when the analyte is at the MDC level, the net background counting uncertainty dominates the CSU; therefore, when the analyte concentration is at or below the MDC level, the CSU of the analytical result can be used to estimate the MDC for a given sample. This simplification has been used by Currie2 to estimate the MDC; therefore, to determine compliance with the required sample-specific MDC, the following equation may be used for paired observations: 


MDC ~ k ( (Xconc 
(4)

where: 


(Xconc is the CSU in the analyte concentration;


k is the MDC / (Xconc ratio estimated from figure B.2.

The estimate of the k ratio varies slowly from 4.0 to 3.4 when the number of background counts varies from 7 to 320. When the background count is between 1 and 7, the k ratio varies between 5.2 and 4.0; therefore, a generic k value of 4 would be appropriate for most measurement techniques that have very low backgrounds (e.g., alpha and gamma [depends on the energy] spectrometry and alpha gas proportional counting). For measurement techniques that have 60 counts in the counting interval (e.g., beta liquid scintillation and beta gas proportional counting), a k value of 3.5 would be suitable.

For analyte concentrations greater than the MDC, the absolute value of the Poisson counting uncertainty becomes greater in comparison to the absolute value of the Poisson counting uncertainty at the MDC. (Note: For analyte concentrations greater than the MDC, the relative Poisson counting statistic is smaller than the relative Poisson counting statistic at the MDC.) Consequently, the use of equation 4 will introduce some error (i.e., overestimation of the MDC). The magnitude of the overestimation depends on the ratio of the Poisson counting uncertainty to the CSU at the analyte concentration level. For a typical “other” CSU magnitude, the equation should not overestimate the MDC by more than 50% when the analyte concentration is 5 times the MDC. 

References

1) Currie, L. A.. Limits for qualitative detection and quantification determination. Analytical Chemistry, Vol. 40, No. 3; 1968, pp. 586–593.

2) Currie, L. A.. Lower limit of detection: definition and elaboration of a proposed position for radiological effluent and environmental measurements. NUREG/CR-4007, Appendix D. Washington, D.C.: U.S. Nuclear Regulatory Commission; 1984.

3) Brodsky, A.. Accuracy and detection limits for bioassay measurements in radiation protection. Report No. NUREG-1156. Washington, D.C.: U.S. Nuclear Regulatory Commission; 1986

4) Performance testing of radiobioassay laboratories. ANSI N13.30. New York, NY: American National Standards Institute; 1996. 

5) Guide to the expression of uncertainty in measurement. ISO Guide; 1995.
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ANNEX C

(Informative)

EXPLANATION OF EQUATIONS FOR DECISION-LEVEL AND DETECTION DECISIONS

The concept of minimum detectable concentrations (MDCs) (also know as minimum detection levels [MDLs], minimum detectable activities [MDAs], and lower limits of detection [LLDs]) has long been established.1) Lloyd Currie
) helped to bring a standard definition to the detection limit concept and to develop a consistent statistical approach to the determination of limits for qualitative detection and quantitative determination. Currie gave the symbol Ld to the detection limit, which is defined as the smallest quantity of radioactive material that can be detected (distinguished from background) with some specified degree of confidence. The detection limit is useful in comparing different method's measurement capabilities and ability to show compliance with regulatory limits. 

Currie also developed an associated concept, the critical level (Lc) (also known as the decision level [DL]), which is defined as the net signal (counts) or result that must be exceeded before there is a specific degree of confidence that the sample contains radioactive material (above background or that of the blank). The DL is the value that should be used a posteriori for determining the presence of radioactivity in a sample with a set degree of confidence. 

An analyte is considered positively detected if the result is above the sample-specific DL. The DL, calculated for each measurement result, determines the minimum activity or concentration result that can be considered statistically different from blank results. The DL is usually set at a 95% probability or confidence level. When this is the case, the DL is the level blank results will not exceed more than 5% of the time. 

These two concepts are defined in relation to the measurement uncertainties as shown below:



Lc = k((0  ,
(1)

and


Ld = k((0 + k((d  ,
(2)

where: 

Lc is the DL;

Ld is the MDC;

k and k are the abscissas of the standardized normal distribution for the blank and MDC distributions, respectively, at the chosen probabilities (1.65 each for 95%); 

0 is the standard deviation of the net measurement result at zero when the sample contains zero radioactivity;

d is the standard deviation of the net measurement result when the sample contains radioactivity at the level of the Ld.

Many others
),
) have elaborated on Currie's definitive work, and today his concepts are generally regarded as the standard approach; however, practical application of Currie's concepts to radiochemical analyses have taken many different paths and have been combined with various assumptions, resulting in confusion on the part of many as to their calculation and use. These assumptions have been made to simplify the application of these concepts to practical measurements, and they generally relate to the determination of the standard deviation of the measurements. The typical use of the Currie equations has generally included only the counting uncertainty in the standard deviation of the measurement because it is easily estimated (by taking the square root of the background counts). This has led some to believe that the DL should make distinction only from the detector background; however, the counting uncertainty might be only a portion of the total random uncertainty for many radiological analyses that involve sample preparation and chemical separation steps. Furthermore, distinction from blanks, not detector background, should be desired.

Currie
) and others
) have attempted to include other uncertainties, particularly systematic errors (such as calibration uncertainties), in the calculation. Systematic errors contribute to bias rather than enlarging the standard deviation of a process, however, so a bias correction is more appropriate for most systematic errors rather than including them in the standard deviation used in the DL and MDC equations.

Traditional formulas that have been presented in guidance documents and standards for the calculation of radiological MDCs and DLs have often been misunderstood and misapplied because of a lack of understanding of the assumptions on which they are based.
) Their application has also been confused because laboratories have usually been contractually required to calculate and report both of them for each sample. Although this approach might be appropriate for DLs, it is not appropriate for MDCs which are intended to be a priori. This problem, coupled with confusion over how to incorporate all of the uncertainty into the calculations, has led to frustration on the part of laboratories and data users alike. Furthermore, many have worried about the fact that expected false-positive (Type I error) rates are not truly achieved by the equations because of the discrete nature of the Poisson distribution, especially at low numbers of counts such as in alpha spectroscopy.
),
) This concern has led some to want to abandon the traditional approach in favor of a Bayesian statistical approach, which is based on probabilities derived from prior sample data sets.
),
) The Bayesian approach has the disadvantage, however, of being based on statistical data from other samples rather than blanks or the specific sample in question. It does not yield confidence in the question of whether the sample contains radioactivity, but rather whether the sample is out of the expected range predicted from other samples (which may or may not have contained radioactivity).

An approach has been suggested for determining MDCs based on Currie’s basic definition but using data from populations of blanks for determination of the standard deviation used in the equations and replacing k with the student’s t factor for the appropriate number of degrees of freedom.
) The equation for the MDC becomes


Ld = t2 + 2ts0  ,
(3)

where: 

s0 is the standard deviation of a number of net blank results;

t is the student's t factor for the number of blank samples used to determine s0 and for the chosen probabilities. 

This approach accounts for all the uncertainty in the measurements, not just counting uncertainty. Using a population of method blank results to calculate blank is appropriate for calculation of MDCs because MDC is an a priori concept and not intended to be sample specific. This approach has proven to work well for defining sensitivity requirements for contract laboratory work and for other a priori applications.

Similarly, an approach for determining Lc based on data from a population of blanks has been suggested.
) When the detector background or appropriate blank information is available, the critical level may be estimated by the following equation:
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where: 

Lc is the decision level (disintegrations/minute [dpm]/unit sample); 

s0 is the standard deviation of a set of appropriate blank net count rates (counts/minute) after background subtraction for blanks counted for the same length of time as the sample; 

t is the student t factor for the appropriate number of degrees of freedom for the blank set; 

E is the fractional detector efficiency (counts/disintegration) for the sample; 

R is the fractional chemical recovery for the sample; 

IDF is the ingrowth or decay factor for the sample; 

W is the weight or volume of sample. 

This equation is a simple adaptation of equation 1 by estimating (0 from a discrete number of blanks and using the sample-specific parameters to come up with DL in units of dpm/unit sample. The s0 may be calculated in terms of counts, if desired, if it is then divided by the count time. Either way, however, the assumption is made that the count times and background counts (and, therefore, the counting uncertainty) are the same or similar for all samples and blanks; therefore, effort should be made to keep these as constant as possible.

This approach requires that blank data in terms of counts or count rate be acquired by the laboratory over a period of time appropriate to the sample and used to calculate the sample-specific DLs by the laboratory or reported by the laboratory along with all of the calculational parameters for calculation of the DLs by the project data user. The latter is usually easier because of the amount of confusion among laboratories on calculation of DLs and MDCs. 

Another approach has been suggested,13 however, that is even easier for all involved and can yield an even more sample-specific decision. A detection decision can be made using a decision level calculated by the following equation:


Lc = kα ( CSUR  ,
(5)

where: 

Lc is the DL (dpm/unit);

kα is the abscissa of the standardized normal distribution at the chosen probability (1.65 for 95%);

CSUR is the combined standard uncertainty of the result (1( dpm/unit). 

This equation provides a DL that is almost equivalent to the DL calculated from Currie’s equation for sample results close to or less than the DL. The only difference is the difference in standard deviation at the DL level versus at the blank level, which is very small. Even though the combined standard uncertainty (CSU) will be larger for samples larger than the DL, this equation can always be used for the detection decision because the result will grow larger faster than the CSU. Using this equation actually evaluates the probability of the true result being greater than zero. Although this is a slightly different question than the one raised by Currie, it is just as valid and is easier to apply. The laboratory needs only to calculate and report the CSU for the sample, something that most of them are already doing. Furthermore, DLs calculated in this way are more sample-specific because they do not assume that the sample has the same detector background and, therefore, the same counting uncertainty as the blank; however, it does require that the CSU be appropriately calculated.

It should be noted that neither of the above equations will yield the correct decision probability if there is a bias in the measurement process for blanks (indicated by an average blank result, a result significantly different from zero). If there is a significant blank bias, the average blank result may be determined and added to the above-calculated DLs to correct for any bias. A better approach is to correct all results for the bias by subtracting the average blank. This approach not only avoids making false detection decisions, but also avoids a bias in the use of all data, detected or not.
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Figure B.2.  Theoretical relationship of LLD / standard deviation of net counts as a function derived from 



LLD = 2.71 + 4.65 ( (BKG counts)1/2
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